Abstract—This paper aims at identifying switched linear systems, which are described by noisy input/output data. This problem is originally non-convex and ill-posed. The proposed approach utilizes bounded-switching clustering method to convert the problem into a binary integer optimization and least square. This method optimally divides a time series into several clusters whose parameters are piecewise constant in time. Optimal number and order of linear sub-systems as well as the number of switches are selected using Akaikie Information Criterion. The performance of the algorithm is evaluated through simulations. Parameters and structures of switched systems are found accurately in the presence of noise.

I. INTRODUCTION

In recent years, there has been an increasing interest in using switched linear systems to model and analyze control systems [1]. Switched linear systems are an important class of hybrid systems, which consist of sub-systems and a switching mechanism that activates one of the sub-systems. In many practical cases, it is not possible to directly obtain the model of sub-systems and extract the switching mechanism analytically. Instead, the system can be described by time series obtained from experimental data. However, this does not remove the need for an explicit model to analyze the system. Thus, it is desired to extract the sub-systems and the switching mechanism from the given time series, which are often corrupted by measurement noise. Therefore, given inputs/outputs data for a switched linear system, this paper aims at identifying model parameters and switching sequence that can explain the available experimental data.

The switched model identification has been widely studied over the last decade in control system literature. A review of these methods can be found in [2]. Each method analyzes the problem from a different viewpoint. The algebraic approach [3] converts the problem to a linear system of equations, but the solution is sensitive to the noise. Furthermore, the complexity of these approaches grows exponentially with the number of sub-models and length of data [4]. There are methods based on machine learning tools such as K-means or support vector machines [5]–[9] in which the data is mapped into a feature space where the clusters become separable. For an acceptable performance, these approaches need fair sampling of each cluster and the closeness of data points which belong to the same sub-system [10]. The Bayesian approach [11] and the maximum likelihood [12] analyze the problem in a probabilistic basis. In these methods, a particular probability distribution is assumed for the given data and then, the data are assigned to the clusters with higher probability of membership. In Markov methods [13], data is assumed to be normally distributed, and the switching sequence is modeled as a Markov model with a transition probability matrix. Defining a suitable likelihood function, the parameters and the transition probabilities are estimated by employing an optimization technique. As discussed, these approaches make specific statistical assumptions on distribution of the given dataset, which may not be practical in many cases.

In terms of minimizing the modelling error, some methods have been developed in [4], [14]–[17] to directly solve the essentially non-convex problem of switched linear system modelling, but in these methods there is no guarantee of finding the global solution. The method in [18] that used mixed integer programming will guarantee the convergence to the global optimum. However, due to high complexity, this method is only suitable for relatively few data and thus, it should be used with a sliding window for longer data. In some other methods, the non-convex optimization problem is transformed to a convex optimization problem by introducing relaxation on the optimization [10], [19]–[23]. Hence, the global solution can be found for the convex optimization, and under certain conditions, the result of transformed convex optimization problem is equivalent to the solution of original non-convex problem of identifying the switched linear systems.

Difficulties associated in tuning some hyperparameters of aforementioned approaches need to be addressed. For example it is necessary to tune the length of sliding windows [18], penalization factor [20]–[23], noise level [5], [10], forgetting factor [17] or learning rate [3]. However, these hyperparameters are real-valued numbers with infinite possible choices.

In order to address these problems, in this paper we use Bounded-Switching (BS) approach [24] to cluster the given data of a switched linear system. This method assumes
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that the system parameters are piecewise constant in time, and there are limited numbers of switches among the sub-systems. The proposed method uses BS-clustering to convert the optimization of identification problem to the combination of least square and binary integer programming, which can be solved iteratively. The proposed algorithm processes the data in batch mode, and identification of the switching times and sub-system parameters take place at the same time. This method does not require restrictive assumptions on the statistical distribution of data. More importantly, this identification method does not require tuning of any real-valued hyperparameters. By adding statistical assumptions on the residuals (differences between observations and estimated switched model), the information theory methods are used to tune the number, order of sub-systems and the total number of switches among them. Therefore, it is only necessary to tune a small subset of integer-valued hyperparameters from a finite set of admissible structures.

This paper therefore proposes a method to identify a switched linear system using the BS-clustering in order to find the switching times and the parameters of the switched sub-systems. Akaike Information Criterion (AIC) is used to find the optimal number and structure of the sub-systems and number of switches. The algorithm is evaluated through simulations.

The paper is organized as follows. In section II, the identification problem of switched linear systems is defined mathematically. Section III explains the concept of bounded-switching. Section IV describes the Bounded-Switching clustering for identification problem. Section V explains the model selection with AIC. The performance of the algorithm is evaluated through simulations in section VI. Section VII provided conclusions and future work.

II. PROBLEM FORMULATION

Consider a switched linear system that consists of $S$ sub-systems, each one is modeled as an autoregressive exogenous (ARX) model, together form a switched autoregressive exogenous (SARX) model. The time driven dynamics of each sub-model could be represented in discrete time as follows:

$$y(t) = [a_1 y(t-1) \ldots a_n y(t-n)]^T + [b_1 u(t-1) \ldots b_n u(t-n)]^T + e(t)$$

Where $y \in \mathbb{R}$ is the output, $u \in \mathbb{R}$ is the input of the system, $s \in \{1, 2, \ldots, S\}$ are the indices of sub-models, $e(t)$ is the additive noise, and $t$ is the time index. Here, $\{a_j^{(s)}\}_{j=1}^m$ and $\{b_j^{(s)}\}_{j=1}^n$ are the parameters of the $s$th sub-model. The activation sequence of sub-models and coefficients of the SARX model are unknown. Given the discrete pairs of data in the form of $\{u_t, y_t\}_{t=1}^T$ generated by the sub-systems of a switched system (1), our aim is to estimate model parameters of the switched system $\{a_j^{(s)}\}_{j=1}^m$ and $\{b_j^{(s)}\}_{j=1}^n$, the orders $m$ and $n$, the time instants that switching among $S$ sub-models occur, and the activated sub-models at any given time $t$. The data set $\{u_t, y_t\}_{t=1}^T$ should be clustered into several sets of input/output pairs. In this paper, we assume that all of $S$ sub-models are stable and observable. Also we assume that the orders $m$ and $n$ are unknown, but they are finite and equal for all sub-models. We also assume that the inputs and outputs are corrupted with disturbances and measurement noises appear in the form of additive white noise. Defining the regression function, $\varphi(t)$, and parameter vectors, $\theta_s$, for the $s$th sub-model:

$$\varphi(t) = [y(t-1) y(t-2) \ldots y(t-m)]^T$$

$$u(t-1) u(t-2) \ldots u(t-n)]^T$$

$$t = \{1, \ldots, T\}$$

$$\theta_s = [a_1 a_2 \ldots a_m b_1 b_2 \ldots b_n]^T$$

$$s = \{1, \ldots, S\}$$

Eq. (1) can be rewritten in a compact form:

$$y(t) = \varphi^T(t) \theta_s + e(t) \quad t = \{1, \ldots, T\}$$

Now, the identification of this switched linear system can be formulated as a minimization problem:

$$\min_{\mu_s(t), \theta_s} J(\mu_s(t), \theta_s)$$

Here, the aim is to find $\mu_s(t)$ and $\theta_s$ that minimize $J(\mu_s(t), \theta_s)$, where

$$J(\mu_s(t), \theta_s) = \sum_{t=1}^{T} \sum_{s=1}^{S} \mu_s(t).[y(t) - \varphi^T(t) \theta_s]^2$$

Where $[\theta_1, \ldots, \theta_S]$ is the set of all parameters of $S$ sub-models. Also $\mu_s(t) \in \{0, 1\}$ is the sub-model activation function, shows which sub-model is active at time $t$, and has the following property:

$$\sum_{s=1}^{S} \mu_s(t) = 1$$

Alternatively, the minimization in (5) can be rewritten in a more compact form [24]. Let define Distance Function $d_s(t)$ as Euclidean distance between the output of the system $y(t)$ and model of $s$th sub-system as below:

$$d_s(t) = [y(t) - \varphi^T(t) \theta_s]^2$$

$$t = \{1, \ldots, T\}, s = \{1, \ldots, S\}$$

The values of distance function and sub-model activation function are augmented in two vectors for $s = \{1, \ldots, S\}$

$$D_s = [d_s(1) \ldots d_s(T)]$$

$$M_s = [\mu_s(1) \ldots \mu_s(T)]$$

The optimization in (5) can be rewritten as

$$\min_{D_s, M_s} \sum_{s=1}^{S} D_s.M_s^T$$

Finding the optimal solution for this problem requires searching among all possible discrete state paths, which is very time-consuming. In general, the cost function in (5) is a
non-convex optimization problem [19]. In this work, the non-convex optimization problem is converted to a binary integer programming and a least square problem, in order to make the identification problem solvable.

III. REGULARIZATION

There are two sets of unknown parameters: sub-model parameters \( \theta_s \) and sub-model activation function \( \mu_s(t) \) as mentioned in section II. When \( \mu_s(t) \) is known, finding \( \theta_s \) using least square is straightforward. The difficulty of identification problem arises in estimating the \( \mu_s(t) \). Suppose that the values of sub-model parameters \( \theta_s \) are known and equal to \( \theta_s^* \) for \( s = 1, \ldots, S \). In this case, the optimization in (5) should be solved to find \( \mu_s(t) \) by assigning each data to one of the \( S \) clusters. One method for finding \( \mu_s(t) \) is to assign data to the sub-model that its output has shortest distance to the output of the system \( y(t) \) [4]:

\[
\mu_s(t) = \begin{cases} 
1 & s = \arg \min_{j=1,\ldots,S} \left[ y(t) - \varphi_T(t) \theta_s^* \right]^2 \\
0 & \text{otherwise}
\end{cases} \quad t = \{1, \ldots, T\} \quad (12)
\]

However the solution in (12) may lead to finding \( \mu_s(t) \) with high number of switches in the activation sequence of sub-models. This means that \( \mu_s(t) \) might rapidly oscillate between \( S \) clusters, even if the real number of switches among sub-models is limited. In this case, small changes in the data might lead to a large changes in the values of \( \mu_s(t) \), and thus, the solution does not continuously depends on the data [24]. This property of solution in (12) violates the Hadamards definition of well-posed problem [25] and thus the optimization in (5) is ill-posed. To overcome this problem, the regularization techniques is necessary, which incorporate additional assumptions to make the problem well-posed.

One type of possible regularization is to limit the total number of switches between the sub-models. Some methods add minimum number of switches by making the vector of variations in \( \theta_s \) sparse, i.e. most of the elements of this vector becomes zero [10], [21]–[23]. In these methods, the number of sub-models cannot be fixed. Furthermore, in [10], [22], [23] the sub-models are non-returning, i.e. if a sub-system has been activated previously, and again re-activated, the algorithm considers it as a new sub-system rather than a returning sub-system. A regularization method is proposed in [20] by adding L2-norm penalization on variations in \( \mu_s(t) \) between two consecutive time steps. Method in [10] requires prior knowledge on noise level. The methods in [20]–[23] need tuning of the real-valued penalization factor. Furthermore, the direct mathematical relation between the value of the penalization factor and the total number of switches cannot be found in these approaches. To address these problems, here we adopt Bounded-Switching (BS) technique, which we can either set or find the total number of sub-models and also detect returning sub-models without the need for tuning penalization factor or threshold.

IV. BOUNDED-SWITCHING CLUSTERING

The analysis of time series with switched models based on bounded-switching method is introduced in [24] and is used for climate data analysis [26] and is extended to dynamic systems modeling [27]. The basic idea is to assume an upper bound on the total number of switches in the system to make the ill-posed clustering problem a solvable optimization. In this method, the optimization is solved by coordinate descent algorithm [28], i.e. iteratively with respect to two sets of unknown parameters, sub-model parameters and activation functions. As mentioned earlier, if \( \mu_s(t) \) is known, finding the sub-model parameters, \( \theta_s \), is straightforward. In this case, \( \theta_s \) can be directly found from (5) in closed form by the least square method [20]:

\[
\theta_s = \left[ \sum_{t=1}^{T} \mu_s(t) \varphi(t) \varphi_T(t) \right]^{-1} \cdot \left[ \sum_{t=1}^{T} \mu_s(t) \varphi(t) y(t) \right] \quad s \in \{1, \ldots, S\} \quad (13)
\]

In the case that the first term in (13) is singular, one can apply recursive least square to find \( \theta_s \). Next, suppose that \( \theta_s \) is known for all of the sub-models. Here, we show how \( \mu_s(t) \) can be found using a clustering algorithm by defining the functions \( q_s(t) \in \{0, 1\} \) as an upper bound for variations of \( \mu_s(t) \) over time as follows:

\[
|\mu_s(t+1) - \mu_s(t)| \leq q_s(t) \quad s \in \{1, \ldots, S\}, t \in \{1, \ldots, T-1\} \quad (14)
\]

Eq. (14) can be extended as [24]:

\[
\begin{cases} 
\mu_s(t+1) - \mu_s(t) - q_s(t) \leq 0 \\
-\mu_s(t+1) + \mu_s(t) - q_s(t) \leq 0
\end{cases} \quad s \in \{1, \ldots, S\}, t \in \{1, \ldots, T-1\} \quad (15)
\]

At switch times between two sub-systems e.g. \( s_1 \) to \( s_2 \), the value of \( \mu_s(t) \) changes from 1 to 0 and the value of \( \mu_s(t) \) changes from 0 to 1. Thus, in order to limit the total number of switches to be less than \( K \), one can add a constraint on the \( q_s(t) \) as follows:

\[
\sum_{s=1}^{S} \sum_{t=1}^{T-1} q_s(t) = 2K \quad (16)
\]

where \( K \) is an integer number. The value of \( K \) might be a small number (near zero) for systems with small number of switches or it might be a large number (near \( T \)) in a fast switching system. Next, we should include \( q_s(t) \) in the set of parameters to be estimated. We define the vector \( Q_s \) containing all values of \( q_s(t) \) over time [24]

\[
Q_s = \begin{bmatrix} q_s(1) & q_s(2) & \ldots & q_s(T-1) \end{bmatrix} \quad (17)
\]

Defining vector \( \tilde{M} \) containing all of \( \mu_s(t) \) and \( q_s(t) \)

\[
\tilde{M} = \begin{bmatrix} M_1 & M_2 & \ldots & M_S & Q_1 & Q_2 & \ldots & Q_S \end{bmatrix}_{T \times S} \quad (T-1) \times S \quad (18)
\]

And the vector \( \tilde{D} \) containing all the values of \( d_s(t) \)
\[ D = \begin{bmatrix} D_1 & D_2 & \ldots & D_S \\ T \times S & \{z\} & \{z\} & \{z\} \end{bmatrix} \]  
(19)

Now, the optimization in (11) can be rewritten by \( \tilde{M} \) and \( \tilde{D} \) as [24]
\[ \min_{\tilde{M}} \tilde{D} \tilde{M}^T \]  
(20)

The vector \( \tilde{M} \), which contains all of \( \mu_s(t) \) and \( q_s(t) \), can be found by solving this minimization. Since all the values of \( \mu_s(t) \) and \( q_s(t) \) are binary, the vector \( \tilde{M} \) contains only binary numbers and thus (20) is a binary integer programming which is solvable by standard approaches of optimization. The order of this optimization problem is \((2T - 1)S\). The equations (7), (15) and (16) are the set of linear constraints that include \( 2S(T - 1) \) inequality and \( T + 1 \) equality constraints. In this work, we use the toolbox developed in [29] which utilizes branch-and-bound algorithm for solving binary integer programming with complexity of \( O(2^n) \). Note that our method based on binary integer programming is completely different from the method in [18] which applied the mixed integer programming for the dataset in a sliding window. In fact, our proposed method in this paper applies binary integer programming to all dataset and thus it doesn’t require tuning the length of window. The proposed identification algorithm is summarized in Algorithm 1. First an initial value for \( \mu_s(t) \) is chosen and then two iterative steps of eq. (13) and eq. (20) are followed until the algorithm converges. It is shown that BS-clustering converges to at least a local solution. For finding the global solution, the algorithm should be started from initially generated \( \mu_s(t) \).

**Algorithm 1** Identification of SARX based on BS-clustering

1. Choose the number of sub-models \( S \), and the number of switches \( K \)
2. Set iteration number \( L = 1 \)
3. Generate initial \( \mu_s^{[1]}(t) \) satisfying (7), find the sub-model parameters \( \theta_s^{[1]} \) by (13)
4. Having \( \theta_s^{[L]} \), find the sub-model activation function \( \mu_s^{[L+1]}(t) \) by solving (20) using constraints in (7), (15) and (16).
5. Having \( \mu_s^{[L+1]}(t) \), find the sub-model parameters \( \theta_s^{[L+1]} \) by (13)
6. Set \( L = L + 1 \) and then repeat steps 5 and 6 until the algorithm converges, i.e. \[ J(\mu_s^{[L+1]}, \theta_s^{[L+1]}) - J(\mu_s^{[L]}, \theta_s^{[L]}) \geq \epsilon, \text{ where } \epsilon \text{ is a very small number.} \]

V. MODEL SELECTION

In the proposed algorithm, we have assumed that the structure of the model, i.e. number \( S \) and order of sub-models \( m, n \) and number of switches \( K \) are given. But, if these parameters are not known, then selecting an appropriate model structure in switched model identification is a challenging problem as there exist multiple solutions. For example, if sub-model orders \( m \) and \( n \) are not fixed, we can find a trivial switched model consisting of one single sub-model with sufficiently large orders that fits all the finite set of measurements. When finite and fixed values are assigned to \( m \) and \( n \), still there exit infinitely many switched models that explain the data. For example, a trivial solution is a switched model with \( T \) sub-models that can model a system with \( T \) pairs of data, which is the largest possible number of sub-models. Therefore, we should assume an upper bound on the number of sub-models and find a model without underfitting or overfitting.

The AIC is a well-known approach to perform a trade-off between the goodness of fit and the complexity of models. It is widely used in system identification literature to find the order of dynamical systems. Also, it can find the total number of switches in time series with a switched model (i.e. non-stationary time series) [30]. Here, we extend these applications to find number and order of sub-models and also number of switches and sub-models in SARX system. For this purpose, let the index of active sub-model at \( t \) be:
\[ s^*(t) = \arg \max_{s=1,\ldots,S} \mu_s(t) \]  
(21)

The output of identified model is derived from:
\[ \hat{y}(t) = \varphi^T(t) \theta_{s^*(t)} \]  
(22)

Thus the loss function is defined as:
\[ V = \frac{1}{T} \sum_{t=1}^{T} (y(t) - \hat{y}(t))^2 \]  
(23)

If the model errors is assumed to be normally distributed, the AIC can be calculated as [31]:
\[ AIC = \ln(V) + \frac{2 \times \text{number of parameters}}{T} \]  
(24)

In (24), we need to know the number of estimated parameters for each identified structures. Let \( \omega = m + n \) be the number of parameters for each sub-model. For \( S \) sub-models, the total number of parameters is \( S \times \omega \). In addition, there are \( K \) switching times which should be estimated too. Thus:
\[ \text{number of parameters} = S \times \omega + K \]  
(25)

The best model is the one with lowest AIC. Hence, if the model structure is not given, a proper solution is to calculate the values of AIC for different admissible structures and choose the structure which has the minimum AIC.

VI. SIMULATION

In this section, two examples are shown to verify the performance of the proposed algorithm. The first example is a switched-linear systems borrowed from [3] with two first order sub-systems. Example 2 identifies a switched system with four sub-models which have higher orders than the first example.

**Example 1:** We applied the identification method on a first order SARX system with two sub-models borrowed from [3]. The length of data is 1000 and the sequence of two sub-models \( C_1 \) and \( C_2 \) is periodic with a period of 30 \( s \) and the input is \( u(t) = N(0, 1) \). The noise is Gaussian with \( w(t) = N(0, 0.3^2) \). The model in each cluster is in following form:
The output of the system is shown in Figure 1. Assume that the true parameters of sub-models are given as (26).

\[
y(t) = \begin{cases} 
-0.9y(t-1) + u(t-1) + w(t), & t \in C_1 \\
0.7y(t-1) - u(t-1) + w(t), & t \in C_2 
\end{cases} 
\] (26)

The output of the system is shown in Figure 1. Assume that the true parameters of sub-models are given as (26). In this case, if we follow (12) to find sub-model activation function \( \mu_s(t) \), the detected clusters are shown in Figure 2. It can be seen that there are too many switches between the clusters and the result is not correct. Furthermore, if another realization of noise \( w(t) \) with the same variance is added to the output, it will cause changes in \( \mu_s(t) \). This shows that the clustering problem is ill-posed and regularization is necessary. Next, the BS-clustering is applied to the system with different numbers of sub-models \( S = \{2, 3, 4, 5\} \), number of switches \( K = \{30, 31, 32, 33, 34, 35\} \), orders \( m = \{1, 2\} \), and \( n = \{1, 2\} \). As noted, totally there are 96 different cases and for each case, the value of AIC is obtained. The results are presented in Figure 3. In this figure, each line shows the values of AIC with respect to \( K \) for a specific \( S, m \) and \( n \). The smallest AIC is -2.2042 which is found for \( S = 2, K = 33, m = 1 \) and \( n = 1 \) which is shown by an arrow in Figure 3. Figure 4 shows \( \mu_s(t) \) for two sub-models and 33 switches with smallest AIC. The BS-clustering is converged after five iterations and the parameters of the two sub-models are found as [-0.8948, 1.0256; 0.7046, -1.0092] which has good accuracy with respect to true values in (26). The identification results of our proposed method is comparable with the results in [3], but does not require to tune the real-valued learning rate as in [3]. In addition, we have estimated the degree and number of sub-models in our method.

**Example 2**: This example has four sub-models with different time-lags. The input \( u \) is \pm 1 PRBS (Pseudo random binary signal). The additive noise is a signal with Gaussian distribution and zero-mean. The signal-to-noise ratio for the output signal is 25 dB.

\[
y(t) = \begin{cases} 
0.1y(t-3) + 0.3u(t-1), & t \in [1, 20) \cup [80, 100) \cup [170, 200) \\
-0.4y(t-1) + 0.6u(t-2), & t \in [20, 50) \cup [100, 120) \cup [200, 220) \\
-0.1y(t-1) + 0.8u(t-1), & t \in [50, 60) \cup [120, 150) \cup [220, 240) \\
0.2y(t-2) + 0.6u(t-1), & t \in [60, 80) \cup [150, 170) \cup [240, 250) 
\end{cases} 
\] (27)

Fig. 5 shows the AIC with respect to \( K \) for different values of \( S = \{2, 3, 4, 5\} \), \( K = \{9, 10, 11, 12, 13\} \), \( m = \{1, 2, 3\} \), and \( n = \{1, 2, 3\} \). The minimum value of AIC is -6.3064 marked with an arrow and was found for \( S = 4, K = 11, n = 2 \) and \( m = 3 \). Figure 6 shows the sub-model activation function for each of the 4 sub-models. The output of the switched system \( y(t) \), and the output of switched model \( \hat{y}(t) \) are shown in Figure 7. The values of these four sub-model parameters \( \{ a_1^1, a_2^1, a_3^1, b_1^1, b_2^1 \} \) are found and given as below which are close to their actual values. Clearly, by increasing the admissible structures \( (S, K, m, n) \), the number of calculated AIC values and thus the algorithm complexity increase.

\[
\begin{pmatrix}
-0.0541 & -0.0027 & 0.0937 & 0.3068 & 0.0043 \\
-0.3905 & 0.0101 & 0.0056 & 0.0024 & 0.6015 \\
-0.0840 & 0.0041 & -0.0042 & 0.8005 & -0.0063 \\
-0.0064 & 0.2007 & 0.0006 & 0.6075 & 0.0026
\end{pmatrix}
\]

**VII. CONCLUSIONS**

In this paper, an algorithm was introduced for identification of switched linear systems based on the bounded-switching clustering technique. Compared to conventional
approaches, the proposed method does not require any statistical assumption on the data and tuning of any real-valued hyperparameter. Instead, it utilizes Akaike Information Criterion to find the optimal number and order of sub-models as well as number of switches. The proposed identification method was tested through MATLAB simulation where the sub-model parameters and their orders are found to be very accurate.
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