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Abstract—Autonomous driving has been a hot topic with companies like Google, Uber, and Tesla because of the complexity of the problem, seemingly endless applications, and capital gain. The technology’s brain child is DARPA’s autonomous urban challenge from over a decade ago. Few companies have had some success in applying algorithms to commercial cars. These algorithms range from classical control approaches to Deep Learning. In this paper, we will use Deep Learning techniques and the Tensorflow framework with the goal of navigating a driverless car through an urban environment. The novelty in this system is the use of Deep Learning vs. traditional methods of real-time autonomous operation as well as the application of the Tensorflow framework itself. This paper provides an implementation of AlexNet’s Deep Learning model for identifying driving indicators, how to implement them in a real system, and any unforeseen drawbacks to these techniques and how these are minimized and overcome.
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I. INTRODUCTION

AUTONOMOUS Driving is not a new problem, the idea has been around since the 1980’s with notable success coming from Carnegie Mellon’s ALVINN autonomous driving platform [1].

In general, Deep Learning approaches for autonomous driving has been split into two models: i.) Mediated perception uses the driving markers in the image to create a world representation surrounding the car. Items such as traffic signs and obstacles in the road are classified to determine a driving action ii.) Behavior Reflex directly maps the input data to a driving action. The entire image is converted to steering and velocity commands.

Both models have issues such as requiring a multitude of sensors such as GPS, radar, and accurate maps for mediated perception, while behavior reflex methods can be confused by different human decisions made for similar events [2]. In the DeepDriving project by Princeton [2], they propose a new approach that maps only specific inputs to steering angle and speed. It is called the direct perception approach which can be considered a mix between the first two autonomous driving approaches. The data set is obtained from the Princeton DeepDriving project [2]; it is comprised of twelve hours of simulation data from The Open Racing Car Simulator (TORCS) environment emulating real life driving situations for training and testing. Learning from this data allows the system to determine the best course of action (steering angle) to safely navigate to a desired endpoint. The Deep Neural Network (DNN) architecture used is based on AlexNet and also is used in this papers implementation of DeepDriving [3].

Autonomous driving has a wide range of potential social, economic and environmental impacts. Each of which revolves around the inherent efficiency gained from implementing an optimized computer algorithm to do a task normally performed by a human. A "blue-paper" written by Morgan Stanley Research [4] breaks down the types of savings that can be expected by the US if we integrated a completely autonomous driving infrastructure. It is estimated by [4] that $1.3 trillion should be expected in savings. Even better, some of these savings directly relate to the reduction of the U.S.’s carbon footprint. Figure 1 outlines the savings categories.

![Fig. 1: Savings using autonomous driving systems](image)

Other impacts include contributions to the science of Machine Learning and Deep Learning as yet another example of how these techniques may be used to solve the worlds extremely complex problem.

"A breakthrough in machine learning would be worth ten Microsofts" -Bill Gates

A. Deep Learning for Image Classification

Deep Learning is the an extension of artificial neural networks, a subset of artificial intelligence. “Deep” Learning is in reference to the number of artificial layers needed to map from an input value to its output value in a network. Deep Learning with its increased complexity can solve more
problems than a conventional neural network such as license plate recognition [5]. Deep Learning is also being used to augment and enhance conventional controllers [6]. A neural network as shown in Figure 2 [7] combines two different types of layers, convolutional and fully connected, to determine the probability of an image being 1 of the 10 possible outcomes. The first layer is the input, an image in this case. The middle layers are described as hidden layers and typically only connect to the adjacent layers. The last layer gives the outputs of the network and can typically sent to a function to determine the distribution probability between each output. Specifically for image classification, we receive the probability of the input image being one of the predetermined labels.

![Neural Network Example](image)

**Fig. 2: Neural Network Example**

Image classification with deep neural networks took off with the creation of AlexNet [8] which was used as the base model for the proposed architecture of this paper. Since 2012 and the inception of AlexNet for image recognition, multiple models have been developed to increase the accuracy and develop a better understanding of the inherent success for convolutional deep neural networks for images.

Convolution neural networks are advantageous to use for image processing since the convolution can express a large amount of pixels in an image more compactly. Through multiple convolutional layers, an image of size \(227 \times 227\times 3\), over 180,000 pixels, can be described with 4,096 data points. With the reduced number of outputs, a model can utilize fully connected layers to reduce the remaining data points into the required number of outputs. A network like this is described in [9]. The Inception model, debuted at the 2014 ImageNet Large-Scale Visional Recognition Challenge, built off the original success from convolutional deep neural networks to create a newer network decreasing the top-5 error rate of image recognition lower than 7%.

### B. Driverless Cars

Multiple approaches can be used to solve a problem like autonomous navigation. A classical control approach uses techniques such as simultaneous localization and mapping (SLAM) [10], path planning with A* and Dijkstra theorems, extended Kalman filtering (EKF), IMU data, and other raw sensor data. Using these techniques have been proven to be useful in the systems described in [11] Many of these examples require a powerful middleware infrastructure in order to efficiently share sensor data along with other information necessary for the system to perform properly. One solution that is increasing in popularity is Robot Operating System (ROS). ROS handles the exchange of information automatically, and distributes it through the system into nodes. Each node performs individual functions within the system and as a whole, work as a team to perform complex functions of a robot. [12]

Urmson et. al. [13] designed an autonomous vehicle to complete the following tasks as part of the 2008 DARPA Urban Challenge.

1) Merge into and turn across dense moving traffic
2) Vehicles were challenged to find their way through a neighborhood's road network while avoiding parked cars, construction areas, and other road obstacles but did not encounter moving traffic
3) Demonstrate correct behavior with traffic at four-way intersections and to demonstrate rerouting around an unexpectedly blocked road.
4) Navigate heavy traffic

The vehicles designed for the tasks were a joint effort between Carnegie Mellon University, General Motors Research Lab, Caterpillar, and Intel. The combined effort of this team successfully created a system using a 2007 Chevy Tahoe equipped with a drive by radio system that would allow for remote steering, throttle and brake management. Along with this, processing resources were mounted inside the SUV to provide the computation capability required for this system to work. In all, the autonomous system was tested over 3000 km and placed first at the 2008 DARPA Grand Challenge. This system uses an extremely complicated control system that calculates its desired trajectory based heavily on local cost maps calculated using input from an extremely expensive sensor array. The following sensors were used on the Tahoe.

1) Applanix POS-LV 220/420 GPS/IMU (APLX) x1
2) SICK LMS 291-S05/S14 LIDAR (LMS) x6
3) Velodyne HDL-64 LIDAR (HDL) x1
4) Continental ISF 172 LIDAR (ISF) x2
5) IBEO Alasca XT LIDAR (XT) x2
6) Continental ARS 300 Radar (ARS) x5
7) Point Grey Firefly (PGF) x2

The above items resulted in a system that costs well over $100k and would not be cost effective until the hardware needed became cheap and readily available for millions of cars, trucks, and SUV’s. Overall the system was extremely capable and came out in first place, dominating the DARPA challenge with a 19 minute faster finish time compared to the second place contestants.

This challenge helped to boost interest in autonomous driving research. Since the early 1990’s, Caterpillar had several systems that had been demonstrated live to customers that showed their capability to automate many heavy machinery tasks. The issue was that before the first 2004 DARPA Grand Challenge, no one wanted to automate their driving systems.
After the 2004 Challenge, interest peaked and research was fully underway.

Caterpillar hosts a large research program with over $2 billion in funding and 10,000 engineers with 350 at the PhD level. A large effort goes into semi-autonomous and fully autonomous machinery. Currently, Caterpillar’s systems can provide solutions for hauling, dozing, underground, longwall, and drilling. These functions collectively work together to successfully mine an area for precious material. Several advantages are gained using these systems [14]:

1) Safety - A large piece of inspiration for robotics systems is for situations that are dangerous and have the potential to cause the user harm. In mining processes, dangerous situations such as mine collapse, explosions, drilling, etc. are very common and the number of mining related injuries is reduced by removing the human.

2) Productivity - An autonomous system may be monitored and logged in order to maximize the process over all. Things such as reduction in crew numbers, time to process material, drilling accuracy are all improvements that have been observed when using these systems.

All of the previously presented research relies on a combination of image data fused with data from supplemental sensors. Many techniques have been developed in order to create a local map around the robot so that it has enough knowledge to plan a trajectory and follow it without crashing or enacting fatal behaviors. A Deep Learning algorithm in [15] is used to obtain range estimations based on a pair of stereo images. The Deep Learning algorithm extracted features from the images and trained a classifier to separate the features into 5 different classes. Each class allowed the system to predict range data of the features detected in each pair of images.

III. PROPOSED METHOD, DESIGN, AND APPROACH

A. Proposed Solution Approach

AlexNet is the base model used for this implementation. AlexNet is one of the original image classification models containing 5 convolution layers and three fully connected layers originally [8]. The model’s convolution layers filter the images down to 4096 outputs where the fully connected layers feed their output to a softmax function producing a distribution probability of the 1000 possible labels.

AlexNet was the one of the first highly popular computer vision convolution neural networks because of its low top-5 error rate (~15%). AlexNet won the 2012 ImageNet Large-Scale Visual Recognition Challenge beginning the race to lower error rates even further using convolution neural networks.

The Deep Learning model is the initial step in the autonomous system. The results from the model are sent into a controller which calculates the steering and pedal commands. The vehicle itself is a combination of systems all working towards the final goal of autonomous driving.

B. Training Methodology

TensorFlow plays a large part in the training process, it allows the creation of large and complex neural networks. Furthermore, TensorFlow is an open source platform that allows computation to be carried out on GPU’s or multiple CPU’s [16]. Our approach investigated the advantages/disadvantages of first duplicating what the Princeton team did in the DeepDriving project using TensorFlow instead of Caffe. This acts as a benchmark to investigate as to why and where in the code optimization or degradation was occurring. Once the initial experiment setup was completed, modification of parameters pertaining to the neural network were investigated to see what behavior is obtained from the network when layers are added/subtracted, filter sizes are changed, padding is used, or optimization schemes are altered. Our investigation into these parameters provided a deeper understanding of the effects of each tuning parameter. Furthermore, by taking a different approach we hope to uncover a better approach to the autonomous driving problem. The final autonomous driving system is capable of providing steering and speed commands that allows the car to drive around the simulated track in TORCS without colliding with other cars or driving off the track.

Figure 4 shows the input and output from the designed network. An first person image is given from the driver’s perspective, and the 14 indicators itemized in Table 1 are determined by the neural network. This network is called a multiple target regression problem.
Fig. 4: Input images are mapped through the neural network into 14 different affordance labels

<table>
<thead>
<tr>
<th>Label</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle of the Car</td>
<td>-0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Range to left lane marker</td>
<td>-7</td>
<td>2.5</td>
</tr>
<tr>
<td>Range to middle lane marker</td>
<td>-2</td>
<td>3.5</td>
</tr>
<tr>
<td>Range to light lane marker</td>
<td>2.5</td>
<td>7</td>
</tr>
<tr>
<td>Distance to car in left lane</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Distance to car in right lane</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Range to far left lane marker</td>
<td>-9.5</td>
<td>-4</td>
</tr>
<tr>
<td>Range to near left lane marker</td>
<td>-5.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>Range to near right lane marker</td>
<td>0.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Range to far right lane marker</td>
<td>4</td>
<td>9.5</td>
</tr>
<tr>
<td>Distance to the left lane</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Distance to the middle lane</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Distance to the right lane</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Fast</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE I: Table of affordance indicators. Output of neural network

C. AlexNet Based Model

Reducing the learning curve of machine learning and Deep Learning heavily depends on developing well known models for specific applications. Utilizing a predefined neural network allows the developer to start with a foundation to implement immediately then improve upon. AlexNet is made up of five convolution layers followed by four fully connected layers. The AlexNet model implementation can be seen in Section III.D.

D. Experiments, Results & Analysis

Another python package called TFlearn is a higher level abstraction of Tensorflow. TFlearn was used to create the DNN consisting of five convolution layers followed by four fully connected layers. Figures 8 and 6 depict the actual network created taken from the Tensorboard visualization of the training DNN.

The model features all the same components from the original work but in Tensorflow. The Caffe model did not come with accuracies but with an absolute mean error value for each output. Therefore, the two models do not have a common point for comparison yet which is expanded upon in the next section. For the final training, sets of 50,000 images from the DeepDriving data-set were used. The most successful training models settled between 55 - 60 % accuracy. For the results shown, the DNN was as closely modeled to the original Caffe model as Princeton’s DeepDriving project with the following variables.

- Learning Rate = 0.01
- Optimizer = Stochastic Gradient Descent
- Loss Function = Mean Square
- Batch Size = 64

The data was originally saved as a Caffe protobuf data-type requiring some pre-processing to extract separately the image and labels. The images are size (280, 210, 3) differing from the normal AlexNet architecture of a square image. Originally we attempted the DNN while re-sizing the image, but the results were less accurate than not resizing them. The fourteen labels are shown in Table I.
Each indicator was normalized to the range 0.1 - 0.9 in the Caffe model originally, but during training, the non-normalized data showed better accuracy than the normalized ones. Consequently, in the Tensorflow implementation, the original values for the labels are used. The model is tuned by an accuracy metric that categorizes how close the values of all the indicators are to the labels given for each image. This higher the accuracy, the closer all the 13 indicators are to the correct value. Figures 7 - 10 depict the accuracy and loss of the training and validation models steps. The validation test set is 5% of the data set taken randomly and removed from the training set. The model reaches 66% accuracy before settling around 55%, but the validation is continually at 78% accurate.
driving can successfully be simulated in a game environment using the deep learning architecture presented in this paper. The results of this experiment show that these principles are ready to be applied to a real world platform in order to experimentally verify its ability to become an everyday part of our lives. As autonomous vehicles are embedded with Internet of Things (IoT) data gathering, a decision making and interactive driving experience will emerge. The next steps are to study the interaction and decision making process among Smart IoT devices, much like the implementation of IoT for agriculture in [17], and vehicles.
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